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Frisceh s Koutsoyiannis
Statistical Confluence Analysis : \ Further

Consideration

Dr, MOSTAFA AMMED ALIX

Faculty of Commerce«~Ain Shams University

(I) Introduction

The purpose of this paper is to provide a fnrtii
consideration to Frisch/ Koutsoyiannis statistical con-
fluence analysis, In 1934, R, Frisch published a book
the title of which was " Statistical Confluence Analysi-
by Means of Complete Regression Systems," In 1973, A.
Koutsoyiarnis published her book," Theory of Econometrics "
in which she has applied the approach wutilizinsg data for
a certain country. The author of this paper believes he
has a further consideration on the subject. This further
consideration is a suggested statistical test, Tn what
follows Frisch's confluence analysis and Koutsbyiannis
application of it are reviewed, Afterwards we introduce
our statistical teat, which we believe to be a decisive

onee.

(I1) Frisch/Koutsoyiannis Analysis

According to R, Frisch, whenever one includes in one
and the same regrecsion equation a sct of " variates'" tha*
contain two, or more, subsests which are already-taken by

themselves-highly intercorrelated, there cxiasts a great
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54 ECONOMIC AND BUSINESS REVIEW

observation are present , the regression coefficients
would appear in the form of an error of observation divi-
ded by another error of observation « In such a case ,
~ne would get " fictitious determinateness created by
random errors." When se?eral "variates " are included

in the analysis, we may here encounter a whole hierarchy
~.ere some of the variates may form a set where a regress-
.Jn equation has a meaning, and others forming sets where
suich equation$ hm&?no meaninge The study of this hierar-

¢hy is what Frisch calls " confluence analysis,"

When a new “variate''is tentatively added to a previou-
sly considered set, there are three fundamental possibilities
to be considered., The variate may be " useful, superfluous or
detrimental ¥, HAccording to A.Koutsoyiannis, the approach
starts by regressﬁﬁ the dependent variable on each of the
independent variables, one at a time separately, On the basis
of a priori and statistical criteria, the elementary resress;
ion which gives the most plaussible results is éhoosen. Next,
additidnal variables are gradually inserted and thei., effects

on the fdllowing three aspects are examined;

a) The individual coefficient,

2
b) The overall R ¢« and ,

-

¢) The standard errors.

#

¥ P

. The new variable is classified ag ;
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useful, if it improves the coefficient of determina-
tion without affecting the individual coefficients

as to be unacceptable ( on a priori comsideration ).

-In such a case, according to Frisch," we conclude

that the variate added is decidedly relevant, There
is no doubt that it must be considered as useful,”
and therefore it is retained as an explanatory variable

in the relationship.

superfluous, if it does not improie the coefficient of
determination and does not affect the individual coeffe-

icients to any considerable extent, In this case, the

variable is excluded from the explanatoryVVariablea.

detrimental , if it affects considerablyffhe signs or
values of the coefficients, To the extent this renders
the coefficients unacceptable, one may conclude that

this is a warrning that intercorrelation between the

{nderendent varisbles is a serious problem, In Koutsoy-

iannis's view, this does not mean that the detrimental .’
c 5

variable must be rejected, bqhuse thig would imply .

ignoring inforriation valuable to the attempts of

approaching as best one can the "true" specification

of the relationship.

n
Koutsoyiannis applied the " exrerimental technique,

utilizing data for a certain country in order to
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estimate the demand functioqkor clothing., Basic data are
given in table (I) . We are going to use this data when
arplying our approach., Koutsoyionnis has calculated simple
carrelations between every two independent variables .
These are given as follows ( definitions of variables are

ziven in table (I) ).

T = 0.993 Bp = 0.991
T = 0980 Ty = 04995
Tp= 0,987 TE= 04967
Te= ©0s96k "E’Ff 0.951
Tp= 04973 Th= Ce977

The first thing to notice is the surperisingly high
degree of intercorrelation between the independent varia-
bles ( Y , P, , L ; P, ). Secondly, it is obvious that
the correlatien between the dependent variable (C) and
any of the independent variables is nearly the same,
“sutsoviannis has choosen the simple regression ( C/Y )
as the first step, then introduced the remaining explana-

tory variables into the function, Ffinally, she arrived

at the followinz relationship;

C = -12.76 + 0,104 Y- 0,188 B + 0.319 P, (1)

(0.,01) (0.07) (0.,12) N
R = 0.997
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exluding (L) after fiaaing ocut that it is a sunerfluous
accepted  as the

variable. The foregoing equation, Koutsoyiannii/best fit,

(IXIT) A Further Statistical Consideration

In our view the foq&oing equation is still subject t:

questioning. We beli€ve, that the significarnce of the coe. -
with quali teation

icients should be acceotedi. Due to the high intercorrce .a=
tion between the explanatory variables, we beli€ve that the
coefficients are not uninfluenced by the combined effect of
these variables. In what follows we are going to examine
this closely and introduce a test for such a tencercye h-'s
test may be considered as an empirical criterion which can
tell us to what extent the equafioh réflects the ﬁet relatio
between the dependent and the independent variables. In o de:
to discuss this, we are going firstly to\investigate the
equation that would have €émérged if no intercorrelation had
been present among the explanatory varijiables. In such a cas
the inverse of the matrix of products/ cross products
(variables measured as deviations from means) , is simply

given aa follows ;

(nd“l) 0 0 0 -vvue. O

0 () 0 -wiean 0

n 0 /nwe-‘ Nevrene

0 o g (g
0 0 0 Ournnnn (m.y;,)_’

-
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where, the first independent variable takes 1, the second
1 -
indepondent variable takes 2, <. and so on. (C; ) is

the variance of variable (i).

t
While, (n) is the number of observations. Thus, the paq&al

coefficient will be estimated for variable (i) simply

(‘Tzz)—' C oVy;

where , (Y)is the dependent variable in the equation, It

as follows ;

is clear, in this case, that adding one extra ihdependent
variable would not influence either the size or the sign
the 7eqressiom  coefflciemt
of/any of the previously included independent wvariablese.
rowever, the previously computed standard errors would be
changed since including more variables would decrease the
number of degrees of freedom and would also, in most cascs,
increase the explained variation. This explained variation
will ve given as ;
m 2 -1
n x (C°Vji) (Yiz>
But , since the total variation is given as ;
(no})

the sum of squarns of the residud[s ( 5:32 )} d*vided oy the
degrees of freedom [h4@+1», would be determined as ;

ey [ o= (Covy T ()]
[herefore, the standard error of the coefficient of

variable (i) is given as follows

<En/n—(m+_][crz f((o\r /;o‘ Xno*))
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This last relationship proves the fact pointéd out
before; that is, the standard error of any variable's
coefficient would ¢hange when changing .the number of
indopendent variables (i = 14 ¢ee , m ) , in spite of the
fact that the intercorrelations between these independent
variables are nill and ther€fore the cocfficients. themse~

lves are stable.

Let us re-examine the above findings and their
implications, As an extreme case, if there is no inter-
correlation what so ever between any two.independent
variables, the resression coefficients would be stable but
their standard errors would certainly change , as the

number of independent variables increnses in thevgqhation.;_

T™e imolication of the stability of the regression
coefficients is clear, If we firstly regrcas (y) on (m=t)
variables, afterwards we regress (y) on (m) variables ; the
size of the coefficient of the extra explanatory variable
in the last equation can simply be calculated by using the_ o
extra exnlained variation due teo this extra variable.
Suppos~ that the explained variation when considering
(m=1) variables is kE.V.i) ' while it is (E.V.2) when.
considerinz (m) variables, Then the size of the coefficia
ent of regression of the extra independent variable would

be determinsd as

'/:( enva)-CEv.1)][ 2 35]-'
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where (i) is the extra independent variable included .

On other words, suppose we have (m) independent
variables where there is no intercorrelation what so ever
be tween £hon. We may estimate an equation including all
these variables, where (y) is the dependent variable,
(measured, similar to the (m) variables, as deviations
fror mean), Let us denote this equation as (Eq.all).

Now , we may estimate (m) equations, each includes (m=1)
independent variables, Let us denote the amount of
explained variation obtained from the equation that
excludeg variable (1) as : (E,Vem=1) 3§ the amount of
"wpiained variation obtained from the equation that
axcludeg variable (2) as 1 (E.Veme=2) ,¢s and so on, Let
us also denote the amount of explained variation obtained
from (Eqeall) as ¢t (E,V.all) o Then the size of the
regression coefficient of each independent variable appears

in equation (Eqe.all) is given respectively as }
C(E. )= (Ev-m-1)] (Y]] -1
-1
[(E.\/.oﬂ)- (E.v. m-zﬂ{;‘_‘_jﬂ

.ee and so on, Where, ( T ! ) for example is the sum
of product of the observations of variables (Y) and (1)
each expressed as deviations from its mean., In such a
case the sum of the extra explained variation due to
including each of the variables (i = 1,24¢¢ m) , yraduslily,

one at a time would be equal to the explained variation
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given by the equation in which all the (m) variables appear
as explanatory variables, This is true only if there is
no intercorrelation what so ever as betwean the independent

variables.

Now, let ud'turn to Koutsoyiannis's equation (1) and
subject it to more examination. Equation (1) , obviously
does not satisfy the above condition since the intercorrelationg
between the independent variabloliare nearly unity, However ,
the previous arguement would enable us to develop a criterion
according to which one may acecegpt or reject an equation such

that given by Koutsoyiannis based on Frisch confluence analysis,

Suppose we have an equation where (Y) is the dependent
variable, while there are x;(i = 1,2 .ee » ) independent
variables subject to intercorrelation between theme Now, it is
clear that the anounf bf oxplaindd variation due to variable

(x,).(z.voxn),is given as

(Ev-*m) =[R:J"_,m)“R2 )] (Van 3)(n)

(J"‘”m-:
where,

Q'“*n? The coefficient of multiple determination
for the equation including (xyeeex ) ex-
planatory variables.

Ri}“‘ﬁ!j The coefficient of multiple determination

for the whole equation that would hav:

been obtained had vwrin“le(xmi Lese
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elminated,

n ¢ The number of observations,

Therefore, the regression coefficient of (x_) that corres-

ponds with the previous reasoning, is given as i
“m = LRQ ‘Eem) l(,---n“z.']("-“”‘ J)kc"'.,"-)

Similarly, we can estimate @ €4 9 €3 9 Gy ceee € in addie.

3 |
tion 1z (c-). The oxplainod>?ar1.tion in terms of these

estimates is given as follows,
m
n 2 (Q)(Ca\r ax‘;)
L=t

Tﬁi- amount excludes, of cource, the combined explanatory
power due to the presence of intercerrelation between the

explanatory variables,

The variance of estimate in accordance with the estimates

(ets) is ,

2-_'6:’/1)-(7»4-/) = (Z:J “"’Z ¢ C’",jzt)/ ~bn+1)

Using the appropriate element on the principle diagonal of:

[ (x'x)- (R ) ¢ the standard orror of (c ) for example is K
L—(EC /‘"‘("‘M))(k )m]

Thus one can calculate the (t) value which if turns out to be
significantsthe corresponding variable 'z accepted as a
significant vuriuble after :liowing tur the effect of

intercorrelatic:. btelween Ky so0e Xp o
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It must be noted that this approach is entirely
different from the traditional one which tests the
significancerof the additional variable after allowing
for the effect of other variables. The traditional approach
tests the significance of the extra explained variation due
to the variable (x ) as compared with unexplained varistion

which remained qﬁer taking into consideration other variables :

’1. eeece xﬂ-l .

while the present approach tests the sigaificarcr c¢f the
explained variation due to the varaiable (xm) as compared
with unexplained variation remained after taking into

consideration other variables : Xg9 oo g Xp o and after

allowing for the effect of intercorrelation between other

variables : x . Cbviously, according to the

1' coe o xn-i

present approach this unexplained variation is larger than
that given according to the traditional approach. Both are
equal only if there is no any intercorrelation betweeﬁ any
two independent variables. Clearly the present approach

is the-e ore bctl mir: strict and more decisive, Further,
an overall test may be introduced , in accordance with/above
reasoning, as follows. The coefficient of determindtion
calculated on the basis of our approach is given as ;

N —ul
n"L., C‘-Qv:’xz /Z-J = R

2

»*
The symbol (#) denotcs the concept of eleminating the

combined effect of variables ; Xgg oo g X 0 Again, this

(Ri) will be the same as the traditional ecoeffecient of
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determination (nq) if the intercorrelation between any two
independent variables is nill, because in such a case there
would be no any combined effect which qguires elemination.

Now for a given significance level and relevant degrees of
freedom, the critical (F) value is obtained from the table

and therefore one can determine the corresponding coefficient
of determination, flz“ "{,1% s« For example, if we have
(5) e:planatory variables, (25) observations, and the level of

gsignificance is =zet at the 0;05. then the critical (F) value is
2

005y § o ’?
1t R, P R that is if R > 0.4
* e85y S >[4 ! * ) !
we conclude that the overall relationship ( after excluding the

2,74 while = 0.4]9 approximately.

combined explanatory power) is significant, and vice versa. In
order to examine Koutsoyiannis's relationship (1) on the basis
of the above approach, we have estimated the equations given in
(Table) (I1), each include; only two explanatory variables.,
For each equation the explained variation (E.V.) is given. The
exnlained variation as determined by equation (1) is (166.159).
By utilirzing this information with that given in Tables(II) &
(111) s we therefore Efstimate the c¢'s which are given in .able
IVe It is clear that these estimates can be considered
negligible asg corparcd with *he estimated coefficients jiven
in equntion (1), The variance of each (¢! *3 sertainiy very
L

*irea gince the exviained variacion in ter=s of thow: Totw; is

27 n
o

1]

very small) . These estimatez are civen in Table (V. g
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regards the overall test the corresponding (Bf) is given

as;

RZ = (3.824) / 166,527 = 0.0230
For (3) independent variables, (10) observations and at the
5% level of significance the critical (F) value is 4,76 ,

while the corresponding (R%) is determined as follows :

2
Y76 = R / (3)

(1-8%)/(10-4)
that is ,
r?2 - o.Jo4
Since (R%) ' (R%) we conclude that the overall relation-

ship (1) is not in fact significant, affer excluding the
combined explanatory powere. This finding together with the
foregoing one suzzest the conclusion that the significance of
equation (1) is not unquestionable, This is beir: co, since

the significance of each variable in equation (1) is determined
according to the extra explained variation due to that variable
as compared with the remaincd variation after taking into
consideration the effect of other variables vhich contains
the combined explanatory power. It one, as we did, excludes

this combined effect the result would be 1uitc different ,
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Statistical Appendix

Exp.on Dis, Liqe. Price Index General
Year clothing Income Assets for clothing Price Index

(£em) (Eem) (£.m) 1963 = 100 1963 = 100

c Y L P, P,

1959 8.4 82,9 1761 92 94
190 946 88,0 21,3 93 96
1961 10,4 99.9 25.1 96 97
1962 11,1 105.3 29.0 9k .97
1663 12,2 117.7 34.0 100 100
1964 1442 131.0 40.0 101 101
1965 15.8 148.2 &4;0 105 104
‘1966 17.9 161,.8 19,0 112 109
1967 19.3 174,.2 51,0 112 111
1968 20.8 184,7 53.0 112 111

Source : Refl.(4) P.232,
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Table (IT)

Coefficients are being approximated

2

58,04 = 0,166 Pc + 0.871 Po R® =
(0.226) (0.287) EV, =
-8.37 + OOIOé Y + 0,090 PO Rz =
(0.018) (0.104) EeVe =
1,40 + 04126 Y =~ 0,036 P_ RZ =
(0.015) (00067) E.v.=
Table (IIX)
Variables measured as deviations
means,
;_‘:Ct; = 1106,617
5CE = 306,801
TCPR = 245.4
2—_‘62’ = lé6.517'

0,979
163,025

0,996
165,819

04996
1650775

from
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Table (IV)
The estimated (c's) , obtained by
utilizing information given in
tables (II) and (III) together with

(E.V.) of equation (1) { = 166.159].

4 °
Variable (i) ¢ Y Pc FL
s 0.,0022 0,0011 0.0016
fable (V)

Variances of (ci's)

Variahle (i) Y L P

Variance of oy 0,092 2,789 70124

(E.v.)in terms of (c;'s)=(0.0022)(1406.617)+(0.0011)(306.301)
+(0.0016) (245.4) = 3.824

This is also equivalent to the amount;

3 [106.159] - [163.025 + 165.819 + 165.775]
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